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DopplerScatt Overview
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DopplerScatt instrument. It has been deployed on a 
DOE King Air and will transition to an operational 
instrument in the NASA King Air B200.

© 2018 California Institute of Technology. Government sponsorship acknowledged. 

DopplerScatt Programmtic Overview
Scanning Doppler radar developed under NASA’s IIP program
Becoming operational under NASA AITT program by 2019

Data Products: 
1.Vector ocean surface currents
2.Vector ocean surface winds
3.Radar brightness maps (sensitive to surfactants such as oil films)

Data products are still being refined under AITT. Will be posted in NASA 
PODAAC when finished.

Mapping capabilities: 
• 25 km swath
• maps 200km x 100km area in about 4 hrs
• 200m data product posting
• Mapping within ~600 m of coast
• ~5-10 cm/s radial velocity precision.
• ~ 1 m/s wind speed, <20o wind direction.

Campaigns flown/planned:
• Oregon coast (2016)
• SPLASH (Submesoscale Processes and Lagrangian Analysis on the Shelf) 

in Mississippi River Plume
• (CARTHE) & Taylor Oil Platform Plume (NOAA), April 18-28, 2017.
• KISS-CANON in Monterey Bay May 1-4, 2017.
• California current (September, 2018)



DopplerScatt Vector Estimation
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Bad azimuth diversity

Bad azimuth diversity

Good azimuth diversity
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Sentinel 3 2017-04-18
Courtesy of  Copernicus 
Sentinel, processed by ESA

DopplerScatt surface current
U component.

Circulation pattern matches 
Sentinel 3 color pattern very 
closely.
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Relative Vorticity
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Divergence
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Derivative PDFs 
from Shcherbina et al., GRL, 2013

Data collected by two ships traveling 1 km apart in parallel for 500 km and using ADCPs

Skewness > 0 expected as 
z>0 structures have greater 
stability

Divergence range smaller than 
vorticity. Slightly skewed 
towards convergence.

Strain rate approximately chi-
squared distributed.
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DopplerScatt Derivative PDFs

Derivatives show similar statistics to Shcherbina et al. 2013

Skewness > 0 expected as 
z>0 structures have greater 
stability

Divergence range smaller than 
vorticity. Slightly skewed 
towards convergence.

Strain rate approximately chi-
squared distributed.
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Winds



Wind Stress Curl



Wind Stress Curl vs Relative Vorticity



• SMODE: Sub-Mesoscale Ocean Dynamics 
Experiment

• NASA Earth Ventures Suborbital-3: 2019-2023
• PI Tom Farrar (WHOI) 

Coming up
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Remote Sens. 2018, xx, 00 25 of 59

Figure 16. (Upper panel) Estimated ocean correlation time mean and standard deviation (blue error
bars) and predictions from the Pierson–Moskowitz spectrum when waves are traveling in the azimuth
(green) or range (orange) directions. (Lower panel) Number of observations as a function 25 km mean
wind speed.

Figure 17. Collocated DopplerScatt and model data histograms after filtering. From left to right,
relative frequency of: backscatter, incidence angle, relative azimuth to model direction, and model
wind speed. In total, there are about 7.2 million data points. Zero degrees relative azimuth corresponds
to the upwind direction. In spite of conical scanning, the azimuth angles are not uniformly distributed
because we have discarded pixels very near the coast, which lie predominantly in one direction.

3.1. Ocean Temporal Correlation

The correlation time of the ocean backscatter cross section is the ultimate limitation on the
accuracy that can be obtained from the Doppler method, since both signal-to-noise ratio or the Doppler
bandwidth of the footprint can be reduced by transmitting more power or using a larger antenna.
In the absence of temporal decorrelation, very long pulse separation could be used to improve radial
velocity estimates. Given the importance of the surface temporal correlation time in determining and
predicting the accuracy of the estimated radial velocity, it is important to note that the DopplerScatt
spinning configuration can be used to estimate it directly. The Doppler bandwidth contribution
vanishes in the fore and aft directions, so that the only contributions to the correlation are the constant
noise correlation factor, gN , and the ocean temporal correlation (4). We fit the correlation time by
calculating the average correlation in the forward direction by averaging over 25 km along-track.
The logarithm of the resulting value is fit with a quadratic, from which the correlation time can be
derived. Figure 16 presents the results for the estimated correlation time as a function of wind speed.

Remote Sens. 2018, xx, 00 8 of 59

Figure 3. Observed (solid lines) and modeled (dashed lines) pulse-pair correlations for pulse-pair
separations t = nt0, t0 = 0.22 ms, as a function of f, the azimuth angle relative to the platform velocity.

2.3. Estimation of Pulse-Pair Phase

Traditionally, the estimation of phase differences for Doppler centroids [12] and radar
interferometry [25], for pulses separated by jtB (j � 1 is an integer), where tB is the burst repetition
interval, has been done by using the phase of the pulse-pair interferogram

F̂j =
1
j

arg

" Np

Â
n=1

D
En(t)E⇤

n+j(t + jtB)
E#

, (8)

where the index n labels subsequent pulses in the received pulse train. Following Madsen [12], in SAR
applications j = 1, since typically pulses separated by more than one can be regarded as uncorrelated.
This can be shown to be the maximum likelihood estimator (MLE) for the interferometric phase when
using independent pulse pairs, but not when the pulses are not independent. As can be seen from
Figure 3, pulses in the DopplerScatt return may have significant correlation across many transmit
events and a natural question arises: what is the best combination of pulse-pairs to use for estimating
the pulse-pair phase. In Appendix B, we present the derivation of the MLE estimator for the pulse-pair
phase difference, as well as the Crámer–Rao asymptotic lower bound for the estimator variance [26].
Unfortunately, unlike for the independent pulse-pair samples, the MLE Equation (A42) does not have
an analytic solution, but must be solved numerically by a one-dimensional search, or by iteration,
which has a computational cost. In the low-correlation limit, the estimator can be approximated by the
weighted average of the MLE estimator

F̂ =
Nj

Â
j=1

wjF̂j, (9)

where wj is an approximate inverse variance weight given by Equation (A53).
For independent pulse pairs with the same correlation g, the Cramér–Rao bound is given by [25]

s2
F =

1
2NL

1 � g2

g2 , (10)

where NL is the number of independent pulse pairs used in the estimate. When the pulses are correlated,
the Cramér–Rao bound is given by Equation (A47), which can be calculated analytically but does not



Scatterometer Wind GMF
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The mean radar backscatter increases 
with wind speed.

The backscatter intensity is modulated as a 
function of azimuth angle relative to wind 
direction.

• By combining measurements from multiple azimuth angles, wind speed and direction can be 
estimated. Ku & Ka backscatter have similar characteristics, so both are suitable for wind 
estimation.

• Experiments have shown that backscatter is proportional to wind stress (although normally 
parametrized as neutral wind).



Radial Velocities Binned by Wind Direction
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Radial velocity currents 
shifted by ~10o
relative to wind 
direction, as expected 
of wind drift



Hydrodynamic Modulation
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Radial Velocity Decomposition
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Calibration Effects

21© 2018 California Institute of Technology. Government sponsorship acknowledged. 

Remote Sens. 2018, xx, 00 22 of 59

For the DopplerScatt swath, constant cross-track velocity components will certainly occur, and one
needs another approach. We propose an approach where data with different (ideally, opposite)
headings is collected. In that case, the surface current for the same azimuth look direction will remain
constant, while the contribution from the azimuth bias will change. In the simplest case, where the two
headings are in opposite directions, ap and ap + p, the sign of the current relative in the coordinate
system defined by the platform velocity vector flips between passes, and the estimated azimuth bias,
cdj, will have the form

cdj
+/�

= df ± djB, (44)

and one can estimate the bias term as dj =
⇣
cdj

+
+ cdj

�
⌘

/2. An example of this process is shown in
Figure 12, which clearly demonstrates both the impact of the cross-track currents and the feasibility
of estimating a bias. We find that the bias estimated using this procedure is stable over multiple
calibration runs separated by as much as six months.

Figure 12. Estimates of the azimuth bias obtained by fitting opposite direction flight lines over a period
of 4 h. Flight lines 1 and 3 are in the same direction and opposite to lines 2 and 4. The impact of
cross-track currents is clearly visible as geolocated differences around a mean bias of ⇡0.8�, where the
sign of the difference depends on the flight direction.

After an initial estimate and removal of the phase bias using this simple method, we find that
residual cross-track dependent biases due to errors in the estimated azimuth over the antenna rotation
period remain in the estimated radial velocity (see Figure 13, upper panel). To estimate these encoder
angle dependent biases, we take the radial velocity differences for opposite direction flight lines
looking in the same direction at the same pixel. Given the change of sign in the relative direction with
respect to the flight direction, the surface current motion cancels (provided it can be considered as
static over the data collection time) and we fit the harmonic coefficients in Equation (32). We note that
some coefficients will be better defined than others, depending on the aircraft crab angle. In general,
coefficients for even harmonics that do not flip sign when the azimuth encoder changes by p, are well
determined, whereas those for odd harmonics are not, and we do not fit for them. Figure 14, upper
panel, shows the harmonic fit for two independent flight line pairs, while the lower panel shows the
radial velocity error signature after calibrating for the harmonics. This signature has proven to be
stable during a continuous installation of the instrument on the aircraft.

Currents influence calibration results

Remote Sens. 2018, xx, 00 23 of 59

Figure 13. (upper panels) Radial velocity differences for two passes prior to calibration using harmonic
expansion. (lower panels) Radial velocity differences for the same two passes after calibration using
harmonic expansion. The left/right panels show radial velocities looking north/south, respectively.
Note the cross track error signature evident in the upper panels is not evident in the lower panels.

Figure 14. (Upper panel) Azimuth bias as a function of encoder angle obtained by fitting opposite
direction flight line radial velocity differences assuming only two even harmonics are fit. (Lower panel)
Radial velocity error corresponding to the harmonic fit in the upper panel. The two different color
represent estimates from two different flight line pairs collected approximately 2 h apart, showing
good stability in the retrieved biases at the ~1 cm/s scale.

Remote Sens. 2018, xx, 00 23 of 59

Figure 13. (upper panels) Radial velocity differences for two passes prior to calibration using harmonic
expansion. (lower panels) Radial velocity differences for the same two passes after calibration using
harmonic expansion. The left/right panels show radial velocities looking north/south, respectively.
Note the cross track error signature evident in the upper panels is not evident in the lower panels.

Figure 14. (Upper panel) Azimuth bias as a function of encoder angle obtained by fitting opposite
direction flight line radial velocity differences assuming only two even harmonics are fit. (Lower panel)
Radial velocity error corresponding to the harmonic fit in the upper panel. The two different color
represent estimates from two different flight line pairs collected approximately 2 h apart, showing
good stability in the retrieved biases at the ~1 cm/s scale.

A simple harmonic 
calibration is mot 
sufficient
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Surface Velocity Random Errors
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Figure 5. Random component of the radial velocity for Signal-to-Noise Ratios (SNRs) of 5 dB (blue),
10 dB (orange), 20 dB (green) and 30 dB (red) and radial velocity standard deviations (0.2 m/s (solid),
0.4 m/s (dashed), and 0.6 m/s (dot-dashed) for a platform velocity of 130 m/s and assuming that
Np = 100 and t ⇡ 0.2 ms. The cross-track distance is divided by the distance from the nadir track to
the outer swath.

In Figure 6, we compare the estimated noise in the radial velocity (blue), against predictions using
Equation (10) with the estimated g using either the naïve Cramér–Rao bound (NL = Np) (green), or the
version where NL is estimated from the total correlation time (orange). The estimates of the radial
velocity random error (blue) were obtained for each pulse-pair by removing a trend in range for the
radial velocity and computing the standard deviation of the resulting signal: this is a conservative
estimate since there will be some natural variability due to waves and currents. Since the ocean
surface correlation time is unknown a priori, we estimate the gN and Tc by fitting a quadratic in
time for multiple pulse separations to the logarithm of the correlation function and averaging the
estimates for each range line for the same samples used to estimate the random error (additional
results regarding the temporal correlation function are given in Section 3.1). Both measured and
predicted random errors show periodic variations with azimuth due to changes predicted by the
Doppler correlation in Equation (6), with minimum errors occurring in the fore and aft directions,
and maxima at broadside. The figure shows that the naïve estimator underestimates the observed
error significantly, while the Cramér–Rao bound with NL determined by the correlation time is in
good agreement with the observations. The fact that the naïve estimator underestimates the error
significantly explains the degraded performance when multiple pulses are used in combination using
Equation (9): the estimation weights wj are too large for the larger pulse-pair separations, resulting in
the introduction of additional noise. One can improve the multi-pulse estimator in Equation (9) by
using the predicted variances, which incorporate the effective number of looks into the weights, wj,
but we have found that this modification has only a small effect on the estimation, due to the larger
errors for greater pulse-pair separation. At this point, we do not have a simple explanation as to why
the MLE estimator performs so poorly against the pulse-pair interferogram phase.

Remote Sens. 2018, 10, 576 12 of 59

Figure 6. Estimates of radial velocity random error obtained from observations (blue), using
Equation (10) (divided by 2kt) with NL = Np (green), and using the same equation but estimating NL
from the correlation time Tc (orange). The data shown correspond to 4.5 revolutions of the antenna.
Note the variations in random error as a function of azimuth due to the variations in gD(f), with error
maxima appearing at broadside, as predicted by Equation (6).

2.4. Processing to s0 and Radial Velocities

Figure 7 presents an overview of the DopplerScatt data processing, which, following the usual
NASA conventions, produces data at three different levels: Level-0 (L0) data transformed from
a raw digital subsystem (DAQ) and IMU data into quality-assessed engineering radar and IMU
data in physical units; Level-1 (L1) data produces geolocated estimates of s0 and residual radial
velocity, after subtracting platform motion effects, obtained by combining 100 transmit pulses;
Level-2 (L2) data contains geolocated estimates for surface vector winds and currents sampled along
individual observations swaths. Level-3 gridded data is obtained by combining multiple swaths
and requires accounting for temporal differences between different swaths, which typically requires
some assumption about dynamics, and is not an official product at this point given uncertainties in
the dynamics at DopplerScatt resolution scales. Below, we describe the general interest L1 and L2
processing algorithms, as L0 processing is hardware specific.

The DopplerScatt instrument uses four different coordinate systems to go from raw measurements
to geolocated data: a system intrinsic to the antenna; a system fixed relative to the instrument mounting
plate; a system relative to the aircraft; and, finally, the East-North-Up (ENU) geolocated coordinate
system. In the early part of L1 processing, GPS/IMU data are merged with the time-tagged radar
data and transformation matrices between the coordinate systems are derived. The down-converted
IQ radar data, including cal-loop and surface returns, are range compressed using time domain
convolution using a weighted reference chirp, to reduce range sidelobes. Estimates of both the phase
and amplitude of the loop-back chirps are calculated and stored for data processing.

A critical part of the processing is in the estimation of ˆ̀, the vector along the look direction,
which is given in the ENU system by

ˆ̀ = sin q [n̂ cos a + ê sin a] � û cos q, (16)

where n̂, ê, û are unit vectors pointing north, east and up, respectively; q is the look angle; and a is the
azimuth angle measured clockwise relative to north.

Remote Sens. 2018, 10, 576 16 of 59

cross-track error estimates (see Figure 10), which show good agreement with the theoretical results in
Figure 8.

Figure 8. Along-track (left) and cross-track (right) surface velocity errors for the same cases as shown
in Figure 5: SNRs of 5 dB (blue), 10 dB (orange), 20 dB (green) and 30 dB (red) and radial velocity
standard deviations (0.2 m/s (solid), 0.4 m/s (dashed), and 0.6 m/s (dot-dashed) for a platform velocity
of 130 m/s and assuming that Np = 100 and t ⇡ 0.2 ms.
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Figure 9. Estimated standard error of the radial velocity for fore-looking angles (aft-looking results are
similar) obtained by dividing the standard deviation of fore-looking radial velocities in 200 m boxes,
divided the square root of the number of independent samples (~25).

Figure 10. Estimated along-track (upper) and cross-track (lower) surface velocity component errors,
obtained by propagating radial velocity standard errors, as in Figure 9. Note the agreement with
theoretical estimates shown in Figure 8 for high SNR situations.
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Lesson 1: Optimize Pulse Separation by 
Keeping Pulse Correlation Constant
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Np-1 Np1 2 3

1 2 3 Np-1 Np

TB

tp

Tc

Nr tRange
ambiguities

tp

Figure 1. Burst-mode timing diagram conventions. Np chirped pulses with inter-pulse duration
separation tp (gray) are transmitted during a transmit cycle of duration Tp, and the return pulses (blue)
are range compressed so that the duration of the return pulses is dominated by the illuminated swath.
It is assumed that the interval between transmit pulses is minimized, and the pulse duration, tp, obeys
TB ⇡ Nptp. (To get the exact results below, multiply the SNR by tp/tp.) To form the measurement of
interest, Nr range samples are averaged for each received pulse (blue). Additional looks are obtained
by averaging over the return pulses, but, since pulses are correlated for times smaller than Tc, only
Nb = TB/Tc independent samples are obtained. In general, for fast pulsing, there will be overlaps
(range ambiguities) for parts of the received pulse, limiting the useful swath.

ds0 = Kps0 (1)

where ds0 is the standard deviation of the radar cross section relative to the mean.82

Given that we know the variability of the measured s0, what can be said about the errors in the83

retrieved speed, v, and direction, f? The detailed answer depends on the specific algorithms used in84

the retrieval, and can only be fully characterized using simulated data. However, it is possible to obtain85

simple bounds on the error that help to optimize the system design. The most sophisticated bound86

is obtained using the Cramér-Rao bound [11]. To optimize the scatterometer design, we notice that87

the wind speed estimation performance depends on the system parameters, while the wind direction88

accuracy is mainly determined by the azimuth viewing geometry. Thus we look for radar designs that89

will optimize the wind speed estimate, and assume that the wind direction is known.90

Assuming that one has a geophysical model function (GMF) relationship, s0(v, f), where v is the91

wind speed, and f is the direction, and assuming that the error in s0 is small enough that one can92

expand around a the true speed and direction, one has93

ds0 =
∂s0(vT , fT)

∂v
dv +

∂s0(vT , fT)
∂f

df (2)

If one assumes that the direction is known (df = 0), the speed error is given by94

dv =


∂s0(vT , fT)

∂v

��1
ds0 (3)

so that the speed standard deviation is linearly dependent on Kp. For Ku and Ka-bands, it is95

well known [8,12–14]that, for a given direction, the geophysical model function has a power-law96

dependence on wind speed97

s0(v, f) = Ava (4)

where A and a have a weak dependence on wind speed. Taking the derivative with speed, one98

has99
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∂s0
∂v

⇡ a
s0
v

(5)

Replacing this into equation (3), one finds the simple relationship100

dv
v

=
1
a

ds0
s0

=
Kp

a
(6)

i.e., the fractional speed error is (up to a multiplicative constant) directly proportional to Kp. As101

an example, Figure 2 shows that the 56� incidence angle V-pol s0 wind speed dependence reported102

in [8] is well matched by a quadratic function for winds below ⇠ 20 m/s, although for Ku-band a103

decrease of a for higher winds speeds is well documented. For near-nadir instruments with incidence104

angles ⇠ 10�, such as SKIM [6], a ⌧ 1, and there is insufficient wind sensitivity to make a good wind105

speed estimates.106

Figure 2. Ka-band s0 (not in dB) averaged over all azimuth angles divided by s0ML ⇠ 7.8 ⇥ 103

(⇠ �22 dB), the cross section of the most likely wind speed value, vML = 5.9 m/s, as a function of the
wind speed divided by vML. (Red line) Data from [8]; (Blue line) Quadratic fit. (Purple line) Rayleigh
distribution of normalized wind speed.

2.1.2. Radial Velocity Errors107

Doppler scatterometers measure the radial velocity along the line of sight by forming pulse-pair108

interferograms and, after subtracting the platform motion contribution, relating the measured phase109

difference, F, to the radial velocity from the moving ocean, vr, by110

vr =
F

2ktp
(7)

where k = 2p/l is the electromagnetic wavenumber, and tp is the pulse pair time separation [8].111

In [8] we derive, and validate experimentally, the radial velocity random error variance, s2
vr112

s2
vr =

✓
1

2ktp

◆2 1
2Nr Nb

1 � g2

g2 (8)

Pulse 
separation as 
long as possible

Pulses as 
correlated as 
possible



Wide swath & temporal sampling are key

From Chelton et al, 2018
Prog. Ocean. In press
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Figure 30. The S/N standard deviation ratios for the full CCS region for the magnitude of the
vector-averaged velocity (the “surface current speed”) computed from simulated satellite estimates of
time-averaged SSH (for SWOT) and surface velocity (for WaCM) as functions of the half-power filter
cutoff wavelength of 2-dimensional isotropic smoothing using a Parzen smoother: a) Geostrophically
computed SWOT estimates of 4-day averaged speed; b) Geostrophically computed SWOT estimates
of 14-day averaged speed; c) WaCM estimates of 4-day averaged speed; and d) WaCM estimates
of 14-day averaged speed. The dotted lines correspond to estimates over the full model domain
with simulated uncorrelated measurement errors (σh = 2.74 cm for SWOT and σspd = 0.5 m s−1

for WaCM). The dashed lines correspond to estimates from simulated swath sampling of error-free
fields. The thick solid lines correspond to estimates from simulated swath sampling with uncorrelated
measurement errors (σh = 2.74 cm for SWOT and σspd = 0.5 m s−1 for WaCM). The S/N ratios for
WaCM are based on a swath width of 1200 km. The improved S/N ratios for WaCM with a swath
width of 1800 km are shown in Fig. 42a and b. The gray area in each panel indicates S/N standard
deviation ratios less than 3.16, which corresponds to a S/N variance ratio of 10. The vertical dashed
line in each panel indicates the wavelength above which the S/N standard deviation ratio exceed a
value of 3.16 for the case of combined measurement and sampling errors.

Figure 31. Maps of the magnitudes of 4-day averages of surface velocity from error-free and noisy
simulated WaCM measurements of surface velocity with a swath width of 1200 km and a standard
deviation of σspd = 0.5 m s−1 for the speed measurement noise with isotropic 2-dimensional smoothing
using a Parzen smoother with a half-power filter cutoff wavelength of 25 km: Column a) The 4-day
average over the full model domain computed from error-free model surface velocity fields at a time
step of 0.5 day over the 4-day period; Column b) The 4-day average over the full model domain
computed from model surface velocity fields at a time step of 0.5 day over the 4-day period with
simulated uncorrelated speed measurement errors with a standard deviation of σspd = 0.5 m s−1;
Column c) The 4-day average computed from simulated WaCM swath sampling of error-free model
surface velocity fields at the times and locations of each satellite observation over the 4-day period;
and Column d) The 4-day average computed from simulated WaCM swath sampling of model surface
velocity fields at the times and locations of each satellite observation over the 4-day period with
simulated uncorrelated speed measurement errors with a standard deviation of σspd = 0.5 m s−1. The
bottom panels are the error maps computed by subtracting the error-free map in Column a) from the
error-contaminated maps in the top row of the respective Columns b)–d).

Figure 32. The same as Fig. 31, except the magnitudes of 14-day averages of surface velocity from
WaCM with isotropic 2-dimensional smoothing using a Parzen smoother with a half-power filter cutoff
wavelength of 25 km.

Figure 33. Maps of 4-day averages of normalized surface vorticity ζg/f computed geostrophically
from error-free and noisy simulated SWOT measurements of SSH with isotropic 2-dimensional smooth-
ing using a Parzen smoother with a half-power filter cutoff wavelength of 50 km. The various com-
binations of measurement and sampling errors are the same as for Columns a)–d) of Figs. 26 and
28. In order to see the relatively small effects of measurement errors alone, the color bar for the
bottom panel of Column b differs from the color bar for the bottom panels of Columns c and d. The
bottom panels are the error maps computed by subtracting the error-free map in Column a) from the
error-contaminated maps in the top row of the respective Columns b)–d).

Figure 34. The same as Fig. 33, except for 14-day averages of normalized vorticity ζg/f computed
geostrophically from simulated SWOT measurements of SSH with isotropic 2-dimensional smoothing
using a Parzen smoother with a half-power filter cutoff wavelength of 50 km.

Error Free ıspd = 0.5 m/s

a) b) c) d)
Error Free, Sampled ıspd = 0.5 m/s, Sampled

WaCM 14-Day Average Vorticity/f with Filter Cutoff Wavelength 50 km

Figure 35. The S/N standard deviation ratios for the full CCS region from simulated satellite
estimates of time-averaged surface vorticity computed from simulated satellite estimates of time-
averaged SSH (for SWOT) and surface velocity (for WaCM) as functions of the half-power filter
cutoff wavelength of 2-dimensional isotropic smoothing using a Parzen smoother: a) Geostrophically
computed SWOT estimates of 4-day averaged vorticity; b) Geostrophically computed SWOT estimates
of 14-day averaged vorticity; c) WaCM estimates of 4-day averaged total vorticity; and d) WaCM
estimates of 14-day averaged total vorticity. The dotted, dashed and thick solid lines correspond to
the same combinations of signal and errors as in Fig. 30. The S/N ratios for SWOT in the top panels
never exceed the threshold value of 3.16. The vertical dashed lines for WaCM in the bottom panels
indicate the wavelengths above which the S/N standard deviation ratios exceed a value of 3.16 for
the case of combined measurement and sampling errors based on a swath width of 1200 km. The
improved S/N ratios for WaCM with a swath width of 1800 km are shown in Fig. 42c and d.

Figure 36. Maps of 4-day averages of normalized total surface vorticity ζ/f computed from error-free
and noisy simulated WaCM measurements of surface velocity with a swath width of 1200 km and a
standard deviation of σspd = 0.5 m s−1 for the speed measurement noise with isotropic 2-dimensional
smoothing using a Parzen smoother with a half-power filter cutoff wavelength of 50 km. The various
combinations of measurement and sampling errors are the same as for Columns a)–d) of Fig. 31. The
bottom panels are the error maps computed by subtracting the error-free map in Column a) from the
error-contaminated maps in the top row of the respective Columns b)–d).

Figure 37. The same as Fig. 36, except for 14-day averages of normalized surface vorticity ζ/f com-
puted from simulated WaCM measurements of surface velocity with 2-dimensional isotropic smoothing
using a Parzen smoother with a half-power filter cutoff wavelength of 50 km.

Figure 38. The same as Fig. 30, except the S/N standard deviation ratios from simulated satellite
estimates of time-averaged surface current speed as functions of the half-power filter cutoff wavelength
of 2-dimensional isotropic smoothing using a loess smoother rather than the Parzen smoother used
for Fig. 30.

Figure 39. The same as Fig. 35, except the S/N standard deviation ratios from simulated satellite
estimates of time-averaged surface vorticity as functions of the half-power filter cutoff wavelength of
2-dimensional isotropic smoothing using a loess smoother rather than the Parzen smoother used for
Fig. 35.

Figure 40. The same as the bottom two panels of Fig. 20, except examples of the measurement
swaths for single ascending and descending overpasses of WaCM for the case of a swath width of
1800 km. The ground tracks are for illustrative purposes and could be adjusted longitudinally to
optimize the sampling of any specific region of the world ocean. The details of the sampling of the
CCS region would change accordingly.

Figure 41. The same as Fig. 23, except histograms of the number of samples by WaCM during 4
days and 14 days based on a swath width of 1800 km.

Figure 42. The same as the bottom two panels of Fig. 30 and the bottom two panels of Fig. 35, except
the S/N standard deviation ratios for WaCM estimates of 4-day and 14-day averaged current speed and
vorticity fields for a swath width of 1800 km and the baseline standard deviation of σspd = 0.5 m s−1

for the speed measurement noise.

Lesson 2: Minimize Temporal Aliasing by 
Achieving the Widest Swath Possible

WaCM samples O(2x/day) so that inertial and tidal signal aliasing is minimized in 
temporal averages.



Lesson 3: Minimize Mapping Error by 
Coverage Minimizing Gaps

27© 2018 California Institute of Technology. Government sponsorship acknowledged. 
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Figure 9. (left) Width of the range-PRF unambiguous swath as a function of the normalized cross-track
distance from the nadir path. A temporal correlation time of 1 ms is assumed, and fixed antenna area.
(right) Cartoon showing how ambiguity and overlap requirements vary as a function of flight direction
and scan angle. The blue annulus shows the region that has no range ambiguities using the broadside
PRF. In green is the area that has no range ambiguities when looking along the flight path. The area
enclosed by the red lines shows the area required to be covered to ensure along-track swath continuity.

range unambiguous swath significantly; and the range unambiguous swath can increase by orders of360

magnitude away from the broadside direction.361

To take advantage of the variation in range unambiguous swath with scan angle, we advocate362

using an antenna with a large enough range-direction footprint so that the swath continuity condition363

can be achieved using one or two scanning beams and vary the PRF with scan angle, as previously364

discussed. The unambiguous portions of the swath will be small at broadside, but will increase quickly365

as the scan angle moves away from broadside (see Figure 9). Given the sampling geometry, the need366

for along-track continuity changes with cross-track distance. It is not difficult to show that along-track367

continuity for circular annuli requires that one must advance at most d(f) in the along-track direction368

in order to ensure along-track continuity for all cross-track distances:369

d(f)
R

⇡ cos f

2

4
s

1 + 2
D0

R cos2 f
+

✓
D0

R cos f

◆2
� 1

3

5 (39)

where R is the inner radius of the annulus, and D0 is the width of the annulus (i.e., the along-track370

swath). The along-track continuity requirement becomes371

NSd(f) � vpTR (40)

which results in a region such as the one between the two red curves in Figure 9 needing to be372

sampled. This is a much less stringent requirement than the one set by selecting only a single PRF.373

5. Design Examples374

In this section we re-examine the WaCM design [5], but assume that different antennas or transmit375

power could be available. It should be emphasized that the examples in this section are illustrative of376

performance given typical radar system capabilities, but do not include a detailed design where specific377

components have been identified. An actual design will likely differ somewhat, but the performance is378

expected to be of the same order of magnitude.379

As a basis for the antenna, we take the 5-meter long Ka-band reflectarray antenna that has been380

developed by the NASA SWOT mission as the longest antenna that could be easily considered with the381

By varying the PRF, its is easier to achieve swath continuity



WaCM Performance at 5km Sampling
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Antenna length: 4m (blue), 5m (red)
Peak Transmit Power:
100 W: solid lines
400 W: circles
1.5 kW: empty squares
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Abstract: Pencil-beam Doppler scatterometers are a promising remote sensing tool for measuring1

ocean vector winds and currents from space. While several point designs exist in the literature, these2

designs have been constrained by the hardware they inherited, and the design is sub-optimal. Here,3

I present guidelines to optimize the design of these instruments starting from the basic sensitivity4

equations. Unlike conventional scatterometers or pencil-beam imagers, appropriate sampling of the5

Doppler spectrum and optimizing the radial velocity error lead naturally to a design that incorporates6

a pulse-to-pulse separation and pulse length that vary with scan angle. Including this variation can7

improve radial velocity performance significantly and the optimal selection of system timing and8

bandwidth is derived. Following this, optimization of the performance based on frequency, incidence9

angle, antenna length, and spatial sampling strategy are considered. It is shown that antenna length10

influences the performance most strongly, while the errors depend only on the square root of the11

transmit transmit power. Finally, a set of example designs and associated performance are presented.12

Keywords: surface currents; ocean vector winds; scatterometry; Doppler.13

1. Introduction14

Ocean surface currents and winds are essential climate variables that play a key role in air-sea15

interactions. They are tightly coupled since the winds drive the currents, while the currents provide a16

moving reference frame for momentum transfer from the atmosphere into the ocean, as well as17

transporting heat that modifies the air-sea boundary layer. The importance of measuring both18

parameters simultaneously has been recognized in the latest report from the National Academy19

of the United States [1] for NASA’s Earth Science activities in the 2020’s. This report also recommends20

the use of Doppler scatterometers as an instrument that would meet the science community observation21

needs in a potential moderate-cost Earth Explorer mission.22

Chelton et al. [2] have examined the sampling and accuracy requirements needed for a satisfactory23

estimates of surface currents and their derivatives from a global ocean surface currents mission. They24

conclude that frequent temporal sampling (i.e., once a day or more frequently) is required to minimize25

the aliasing of rapid changes in the atmosphere and the ocean’s surface. They also conclude that26

high-resolution (5 km or better) spatial sampling is required for the estimation of surface derivatives,27

even if the final results are averaged to a lower resolution. Finally, they show that there would28

be substantial benefits to our present knowledge if the surface components were measured with a29

precision of 0.5 m/s or better at 5 km posting. Further reducing the noise to ⇠ 0.2 m/s would have30

significant benefits in achieving proper space-time sampling of the ocean short mesoscale regime31

(30 km and smaller).32

The design criteria for imaging pencil-beam Doppler scatterometers has been considered by33

Spencer et al. [3], and implemented as part of NASA’s SMAP mission. For imaging, a fixed Pulse34

Repetition Frequency (PRF) was selected to sample the Doppler bandwidth at broadside. Subsequently,35

Submitted to Remote Sens., pages 1 – 20 www.mdpi.com/journal/remotesensing
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DopplerScatt Wind Validation
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What velocity are we measuring?

• Radar sensitive to phase speed ~0.5 cm capillary waves

• Free wave phase speed: ~31 cm/s. Capillary waves can also be generated as bound waves due to 
straining: will travel at straining wave phase speed (low wind speeds).

• Phase speed modulated by surface currents. Winds will add Stokes drift & surface drift.

• Gravity wave orbital velocity is added to capillary wave velocity. When averaging over surface waves, 
velocity is weighted (by radar brightness) spatial average.  

• Brightness not homogeneous over long wave:

• Hydrodynamic modulation due to 1) capillary amplitude modulation by spatially varying 
orbital velocity,; 2) wave breaking; 3) bound waves

€ 

Φ =
2π
λ
Δr

€ 

vscatterer =
Δr
B
vplatform
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Radar Brightness Modulation
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Observation Model
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US =

Z
dk kx!F (kx)
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Upwind/Downwind Velocities vs Theory
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DopplerScatt GoM Eddy Validation
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DopplerScatt Speed Data Overlaid with ROCIS Speed DataIn March 2018, DopplerScatt flew over 
a large Gulf of Mexico Eddy south of 
New Orleans.

Ocean surface current data were 
collected at the same time with Fugro’s  
Remote Ocean Current Imaging 
System (ROCIS) which uses FFT’s of 
space-time ocean wave imagery and 
the dispersion relation to solve for 
surface currents.

ROCIS data courtesy of 
Chevron and Fugro.

Preliminary 
results. Analysis 
on both sides 
still ongoing.
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Strain Rate
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Fast Internal Wave Changes 
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Doppler Current Measurement Concept

Doppler Phase Difference: DF = 2kDr = fDdt
Radial velocity component: vr = Dr/dt = DF/(2kdt)

Vector currents are estimated by 
combining multiple (≧2) azimuth 
observations and projecting vector to the 
ocean surface.

• Radars provide coherent measurements: both the phase and the amplitude of a 
scattered signal are measured.

• The phase is proportional to the 2-way travel time (or range)
• The amplitude is proportional to the scattering strength of the traget
• Doppler measurements, fD, are obtained by measuring the phase difference between 

pulses, DF. Noise is reduced by combining multiple pulses.
© 2018 California Institute of Technology. Government sponsorship acknowledged. 


